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STUDIES

The characterization in the frequency domain of the continuous
linear systems, invariable in time, with the index functions of
exponential-polynomial type

(Caracterizarea Ln domeniul frecvenfei a sistemelor liniare
continue, invariante in timp, cu functll indiciale de tip exponen-
tlal-polxnomlal)

by V. CIRTOAJE
The Institute of Petroleum and Gas, Ploiegti

The paper substantiates independently, but nevertheless sug-
gests the probability of applying the operational calculus (Fourier
transform), the correlations present between the frequency domain
and the time domain in a certain group of continuous linear
systems and invariable in time.

Due to the polynomial composition, the group of functions of
the exponential-polynomial type considered in the present paper
does not accept Fourier transform. Nevertheless, the characteri-
zation in the frequency domain of the systems with index functions
of the exponential-polynomial type could be made through an ade-
quate definition of the frequency functions, based on the response
in the permanent conditions of the system at the sinusocidal entry.

It is presented the methodology of determining experimentally
the frequency functions, their main properties, the relations of
obtaining the index function from the frequency functions, and an
important theorem which expresses the necessary and sufficient
conditions which have to be satisfied by the frequency functions
in order to correspond to some systems with an index function of
exponential=-polynomial type.

In conclusion, systems in series connection and with reaction
are presented.

1. Relations of convolution entry-exit

For a linear system with an entry x, exit y and index function
a(t) integrable (in Riemann sense) on (0,2 ), situated up to the
moment t=0 in a stationary regime, characterized by x(t) = y(t) =
=0, for t< 0, we can calculate the exit signal y(t) for any entry
signal x(t), differentiable on (0,t], with x(0) = 1/2 x(0 +) and
with fhe differentiable x'(t) integrable on (0,t], with the rela-
tion*

5




8(0)2(0+), - : t=0,.

¥ty = (1)

o(t) £ (0 +)+S' a(t —0)z’ (8)d8, ¢ >0.
[

Starting from the definition of the index function, as a res-
ponse to the system present in initial null conditions, when at
the moment t=0 it is applied at the entry a signal of unitary type:

0, t<O,
H) =105, t=0,
11 , t>0,

the relation (l) is easily deduced based on the properties of
superposition of the linear systems (fig. 1):

W) = a0z +) + lim ¥, a(t — k&) (2(kA) — 2A(k ~ 1)A)].

V=G pe |
=i

- 4
- u Fig. 1. - The entry signal appro-
ximated by step type signals,

spaced in time.

oiu e
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By changing the integral variable, relation (1) is brought to
the form:

y() = a(t)x(0 +) +§ a(8)z' (¢t —0)d8, t>0. (1)
0

*) (from page 1) 1In the whole paper all the integrals will be taken
to accept the following:

-8 -
s. f(zdz = lim ‘. Nz)dz = S‘ fixdxr, a-».
] a4
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It can be easily proven that when x(t) is not differentiable
on (0,t], but there is a division of the interval [0,t]:

0=0°<0l< ---<0‘=‘|

so that x(t) is differentiable on each interval (?kﬁ,QK), to have
the differential x' (t) integrable on [éx-/,“x ], and each point

have finite limits and a value equal to the semi-sum of the lateral
limits, the exit value y(t) is given by the relation

4 ) ”
W = F (o0, +) — (8 —)latt — 0) +§ at— OO0 >0 (1)

f ')

where

- (™ — 8)2' (8) a0.
ia(t — 0)z'(8)d0 =% S a(t — 0)z' (9)

Aml ..-‘

If, furthermore, a(t) is differentiable on (0,t] and has the
differential a'(t) integrable on [0,t], we have

WY = (@Yl s - mu-;]74u0+n1h4-+5nwl— NHr(Hdo t>0.
1]

( l'lv)

2. The group systems with index functions of exponential-poly-
nomial type

This group, called from now on the group of the systems of EP
type, is characterized by the property of decomposibility of each
system A with an index function a(t), in two sub-systems B and C
connected in parallel (fig. 2), the first with an index function

b(t) of polynomial type:
0,5 b, L =0,

bty =4 . 2)
Y ba-i ™t >0,

-0

and the second with an index function c(t) of "exponential" type,

lim i e® (1) =0 (rop=0,1,2 b

Ppe -y 0.
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differentiable an unlimited number of times on each interval (Z«-,
tx ), where 0=t,< t;< ...4& th =¢o and having in each point tx a
value equal to the semi-sum of the lateral limits, and its lateral
limits and those of the differential finite.

B)-E by, t™
i«g

X a(t) [ == .

c(0), gc‘m tc¥t)-o]

Fig. 2. - Decomposibility of an EP type system according to
the index function

The operation of decomposibility can be easily effectuated,
based on the relations presented below, in the order of their
writing:

b - Him o)
Y- m

b —
{00 trn

. l ' m_.'.l ; ) [ Al
lim —— o) - %, Pyt _I' i 1. 2, .. .om. o

hn - ﬁ Bo-i 1"
)

el = a(t) = (1),

3. The determination of the frequency functions from the index
function

Let us assume that at the entry of the system A we apply a
signal which contains the sinusoidal component:

o) = A sin (wl + ).

With the help of the relation (1') we can find the answers of
the sub-systems B and C corresponding to this entry sinusoidal
component:

sin (Q + EF—)-O'
2

i = = AT (m = i)lhy, § T
A e L WS io e

. = (m - iQ)! Dy . (m— im
« A4 Nin (wd + ¢) .gc—:_—_—‘—'-ws _2-——

- 4 cox (Wt + 9) i (m — i)_!‘b--c xin (m : ir ‘
r=@ W 2




']
¥t) = 4 sin pe(t) + Ao S ¢(9) con [w(t — 8) + 9)d8 =
L]
¢
= 4sin ge(t) + 4o sin(wl + 9)‘ ¢ O)sin w640 4
-0

+ dwcosiwt + 9) g ¢(0) coswbd 0.
o

Taking into consideration the relation (3), the limits below,

lim ( c(O)slandO—-S.c(O)sinuﬂdﬂ,

toap

] a
lim g ¢(0) cos w0 d0 =S ¢(9) cos w0 dO,
B ] .0 ()

exist and are finite. 1In consequence, in a permanent regime, the
exit signal of the system contains the sinusoidal component:

() = 4[\:: (m = i’ thani M =0T +uS°¢10) sinuﬁdﬂ]sin(u¢-g)
rml L) =t 2 0
{ (m—~0'h = (m —im ol
+ 4 |. .\." — L 5 -t-uso ¢(0)cos uOdO]cos(mH—p),

based on which there are defined the real frequency functions:

U(w) = z (m — g)! b.-. cos (m — )=

‘@ (ﬂ -‘ 2

+ @ S: c(Omin w0 d0, (5)

Vie) = — § (2= 10 gy -(l—;-—')—"- +us:c(0)eosu0d0, (8)

and the complex frequency function:

Piju) = U(@) + jV(w) = 5 BV tPax 5 S' c(8) e d8.  (7)
L4

i (Jo)*-!

From the expression of the sinusoidal component of the exit
signal ys(t) in a permanent regime, we obtain the frequency func-
tions of the sub-system B:




S (m— i) lbay o (M —DE (8)

Us (W) = ‘§ e cOo8 2
- — i) by, (M — O
Vs(w) = — zo (m (:L‘ } sin 2 ’ 9

-» — 1) b
Fa(jo) = §, B dat

(10)
o (jo)™-*

and from the expression of the sinusoidal component of the exit

signal y¢ (t) in a permanent regime, we obtain the frequency func-
tions of the sub-system C:

Uc(m)=m5”c(o)sin wb dbh, (11)
0
o0
Velw) =w S ¢(0) cos w0 do, (12)
0
Feljo) = juS" o(9) e~/* 38. (13)
9

Observations
a) Starting from the index function of the system A:

() = %, buoy 1% 1 D),

t=0

we find for the transfer function the following expression:

Fix) -- i (_'"__‘;.LL.& U ‘“ o e ¥l

¢ 0 i .0

The relation (7) proves that in the EP type system the complex
frequency function can be obtained directly from the transfer func-
tion by replacing the complex variable s with an imaginary variable

b) The complex frequency function F(jw ) of an EP type system
can be well defined, as being the ratio between the representation
in the complex Y(t) of the sinusoidal component y(t) at the exit
of the system (in a permanent regime) and the representation in the
complex X(t) of the sinusoidal component x(t) from the entry. True,




P L B

X (1) = 4 e,

Yit) = AU(w) @9 5 AV (w) o (0 F)  gerstror (U(w) + jV(@)]

and thus

Yo _ Vier — B
Y U(w) + jV(w) = Fju): (14)

4. Decomposibility of the EP type systems after the frequency
functions

Taking into consideration the relations (7), (10) and (13),
the decomposition of a system A with a complex frequency function

F(j®W) in the two sub-systems B and C, takes place with the help
of the relations:

| S Vo
b, = oy E__n: (Jo)* F (jw),

N T L TRy T VR T
m—)t L‘m[u‘“) F(}“)-’g‘; ——(J_‘»—)'_‘_'],l=l,3,...,m,
Fu (i - (m—i)!b.-.' -
Fa(jw) ,§ ——_U'")'_——" (13)

Feljw) = Pljw) — Fy (Jjw).

Also, taking into consideration (5), (6), (8), (9), (1l1l) and
(12), the decomposition relations after the real frequency func-
tions U(® ) and V(®), are the following:

llgiﬁmu'Wm) m =
1 e ' “even
b- =
hdd
2 -

MDD A gl (S

.
‘2
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u-l
2 VI - (M=) ey (m=Dm ]
T [ R S |
b == ot ™~ Taven
m=-¢ = m—-t
(-1 * . ~— e o= bey (=]
7.;;‘:7,7‘.::“..[“ e = g St i 2
"' cda
(16)
- — 1) ! by ~ 1
Us(w) =§o(m m:‘)_‘ =t ooy L 2')" .
d — ) b . — s
Va(w) = —‘go (m m:‘)_‘ ¢ win 7 S =
(_'c((n)) = (7(0)) _— (_ra((ﬂ),
Vefw) = Viw) — Va(w).

5. The experimental determination of the frequency functions

Starting from the fact that the frequency functions of the expo-
nential-parabolic systems are defined by the expression:

nt) = A by b, 107 (6)si : .
: o I (e)sin(amt 2) 5 AV eostet - o)

7).

which expresses the value in a permanent regime, of the exit signal
in the system, when at the entry there is applied a sinusoidal
signal x = A sin(@ t +§ ), we easily grasp the methodology of deter-
mining experimentally the frequency functions of the systems of
this type (fig. 3).

We adjust bzuntll the exit signal y,oscillates around a constant
value, and then b is adjusted until this constant value becomes
zero. The values found for the coefficients b, and b, are inde-
pendent of the frequency of the entry signal.




B SISTRNV DK TIP EP :

= att)-a 1okt bctt)

. Yoo Ay sin(uls 9o @)
e amas . | ZAsinttog)| | Moo 2USTABN |
A SINUSOIOAL a, (l)-b,t"o 4t

D
iNRECISTRATOR

Translation Note: Generator of sinusoidal signal
EP type system
Adjustable model

Recorder

OQwp
[

Fig. 3. - Diagram of experimental determination of the fre-
quency function in the systems with exponential-
parabolic index function (m=2)

The frequency functions are determined for the various values
of A , with the aid of the relations:

. b' .
D)= =2 4 249D oo g, (16)
w 4
V(w) = L + Adfw) sin O(w), (17)
w 4
) bs b, Afw)
y =2 —_— B e/,
o =i ¥ ju* 1 ¢ (18)




In the case when the component b(t) of the index function is
represented by a polynomial of a higher grade, m > 2, the coeffi-
cients of this polynomtal can be determined experimentally with
the aid of a diagram based on the relations of decomposibility.

6. Some properties of the frequency functions

a) From the relations (5) and (6) we find the frequency
function is not influenced by the components b, t;, i - odd, of the
index function, and the frequency function V(« ) is not influenced
by the components bt i - even, of the same function. Thus,U(« )
does not contain the information regarding the simple integral
character, triple integral, etc., of the system, and V(« ) does
not contain information regarding the proportional character,
double integral, etc., of the system. Hereby we have the conclu-
sion that the frequency functions U(¢« ) and V(w ), taken separately
do not ensure the complete characterization of an EP type system
(of its index function). In the following paragraph we will see
that both U(«x ) and V(® ) permit the complete determination of the
index function c(t), and the complex frequency function F(j¢ ),
through its two components U(¢ ) and V(& ), it enables the complete
determination of the index function a(t) in the group of EP type
systems.

alt) 818 )1ty 1)
5
) ¢
Fig. 4. - The group of index Fig. 5. - The group of index
exponential~linear functions, exponential-linear functions
characterized by the same characterized by the same
frequency function U(®W). frequency function V(«w ).

b) Based on the relations (3), (10) and (13), we find that

- 10 -




the frequency functions are differentiable an unlimited number of
times in relation to & on the interval (0,% ) [2], and

d'Feljo) _ S-

. - o~
de \ (=7 + jwd)o-1¢(0)e Hon+ 3 )dﬂ, r>0, (19)
from here results
. d"Fe{jw) - ™
lim T = e 3 So -1¢(0)de, (20)
and from here
42 ]
i TUsto) _ | (TDT A7 @100, = even
w0 da = =1
0 r= odd
0 . r— even
. d"Ve(w)
lim o=l (22

(-—-I)Trs -1e06)do, r-- odd
o

Also from the relation (13) we obtain

I (i L - PR ATl .
" [M]_S 8 ¢(0) e sfwe+03 ]dﬁ. r>0, (23)
da" o

w

from where it results

. d’ "ol ] r=lixe
lim 4. cw) T _jeciiv .
“‘_I.l: de’ [ m_] =e '3 So 0'0(0)(18, (24)

and from here

& [ Ue(w) ’ ' [T even,
b har [—“ ']' ' (25)
w=0 (" w =1 pom 2
(_1) 2 e' 0 dB, =
50 c(9) r 0dd,

- 11 =~




lim - - -

v o
-1? o 8, =
dr [Vc(u)]‘ (—1) So o(9)d r even, 26)
w-0 da’ @

0 » 7= 0dd,

¢c) Following thé integration in parts, the relation (7)
becomes:

) ~ — i) 1bae, o= .
Fja) = § =0 b + Y [oltes) —cte )] 077 4
Ao

‘o (Ja)*!

; + 5 (" eoye- qo, 27)

Aml ’k_l

i from where, by repeated differentiations, we obtain

d"Fjo) =2 (m—=i+r—0)'m—bpy, -i™
LAV : e ¢
dm’ s=0 (J(ﬂ)" 47
~ ;)
+ ¥ [e(tes) — () tpe e (28)

A=0
L} 8, . .
+ E “ 0c¢’' (0)e Hoo 2)(10. r> 1.
If the index function c(t) is continuous on (0,9 ), direct ([2]

or by the effectuation of a new integration in parts, from the
relations (27) and (28) it results

lim Fjw) = by ~ (O +) = 0O+, (29)
lim _(_l_l"’i}_m_)_ =0, r>l (30)
wmo  (w’

Following the successive integration in parts, from the relation
{(13) results

¢-1
eljw) = Y, Fai(jo) + Frq (jw), (31)
im0




where

"'.l)u) _—_.

(jeo “: (et +) — ety —)] 0", 1 g,

"9q - ly (32)

Feojw) = '—“- Z g

(jop=1 B e an,

(33)
Since
wt Y[ Feldo) ]
da'’ [
 (Z1r-g+r—s)lqgee s o
- . * r g0 Cre- Im-!
S P TNY Jrar——n .‘.:'.S: o coc0) e L g, ()

L3

direct [2], or by a new integration in parts, we obtain

limo V. [M

=0,9>0,r>0. (33)
w0 de' "

d) From the relations (5) and (6), we find immediately that
the frequency function U(&) is even, and the frequency function
V() is odd:

('((ﬂ) = ,’(—(ﬂ). (36)
VW) = ~V(-a). (37)

e) If the index functions of the two systems A, and A, are

connected by the relation

a(t) = ay(xt), (38)

then, from (7), it results that the complex frequency functions
of the systems satisfy the relation

Fi(jw) = ¥, (,- ‘“-) : " (@39)

In consequence, at an "expansion" ("contraction") of the index
function, there is a "contraction" ("expansion") of the frequency
function.




Determination of the index function from the frequency

7.
functions

The index function c(t) can be represented on the interval
(0,92) by the two real Fourier integrals:

2 < [ ]
o) = - S 3D wt dw S' ¢(9) 3in w0d 6 =
% Jo

2 L 3 D
- = S. cos wi do S. ¢(9) cos w0do, (40)

from where, based on the relations (l1) and (12) it results

=2 e
ety = - So - st wl dw, (>0, (41)
= 2 (2 Velw)

o) = . So —m_ cos wldw, >0, (42)

and from here

D]
) = = Uelw) .
a(?) '§b.-‘ +”S:' " sin widw, (>0, (43)
» _ 2 ap V
o(t) = 3, byt +~S' 29 s wtda, >0, (44)
® @

Taking into consideration that Uc (@ ) is even and V, (®) is
odd, the relations (41) and (42) permit the expression of the
component c(t) of the index function in relation to the complex

frequency function F.(j), in the following two forms

ro Fc()“) .
%S o da.  (45)

c(c).—_-l Res.—tmy'“ de = ——
® ] Jw

In conformity with the relations (41) and (42), c(t) can be
determined either in function of the frequency U («® ) or of the

- 14 -




Since U, (&) can be obtained from U(wW ) and V-(«w ), it results
that c(t) can be determined either from the frequency function U(x )
or from V(w).

From the relations (43), (44) and of the decomposibility of the
EP type systems after the frequency functions, it results that in
order to determine the index function a(t) we must know either U(w )
and its behaviour around the value «w =0 of the function V(&) (or
VB(AS”, or V(w) and its behaviour around the value & =0 of the
function U(« ) (or Uz(« ).

8. Parseval theorem

Using in turn the relations (41) and (ll), we have

S" ot = 2 s. e S: Lel) in widew =
(] ® b (5]

.08
L\
® J0

C(u) daw S. o(tnin wt dt = 2 [(—"'ﬂ]z da.
(

® .0 W

Similarly, based on the relations (42) and (12) we obtain
L _ 2 tad rc((ﬂ) ]2 d(l)
So et = So [—-——m ,

and from here

* - 2., ® _"_C(._(i).-]z e =
So e dt = - So [ -

o 2 [ ] e ) E e (46)
w b w I Ol Jw !

9. 1Integral correlations between the real frequency functions

From (11) and (41), respectively (12) and (42), we obtain the
following relations of dependence between ( (& ) and Vel ):

"r‘(ﬂ)_ - 2

® 0 V
- ‘ Nl of clls _telw) cos of dos, (47)
°

[}

(U] T o




Ve 2 = ™ oo
- (w) - S cox wl df S -i‘—‘-)) iy wf do. {($%)
- 0 [

10. The recognition of some EP type systems according to the
frequency functions

From the properties of the frequency functions deduced from the
paragraph 6, there are obvious the following conditions necessary
for a real frequency function U(’v) to characterize an EP type
system:

a) The values of the coefficients b . (m - i =0, 2, 4,...),
resultant from the relations of decomposibility of U(&Q ), to be
finite;

b) U(X ) must be an unlimited number of times differentiable
on (0,o);

<) i L [_“_‘i‘i] - {0 vor =0 204y

o
w=0 " w finit, »r =1,3.5 ...,

where “ - iy (. O=®

liw) = MNw) = Y —--F:__ com . .

d) for any gz 1:

g-1
e (w) = S U w) - Teg(w),
{0

where

. | LA In
Uaiw) - ‘ z Xy CON ol ;- — ). 0 =t < t < ... <1y,
w -0 2

litm o _‘." [ l'c-,((n)

W—gD dm @

] =0, (V)r> o0

- 16 -




Purther on we will show that these conditions are also suffi-
cient for U(W4 ) to be the real frequency function of an EP type
system, that is to exist an index function a(t) of the polyno-
mial-exponential type, to which it corresponds the real frequency
function U(& ).

For this we will prove that:
- the function
L A
—'—‘ﬂ sSibw dw, >0,
satigsfies the relations

M e e @)y =0, rp -0,1,2,.

1 ~~ao

is differentiable an unlimitedpymher of times on the interval

(tr-t ,£x ), where k=1,2,...n-1 and t, =o0, has in every point t«
a value equal to the semi-sum of its lateral limits and its lateral
limits and those of its differentials are finite;

- the system with the index function:

") = }~: L . (1
m-imper

has U(®N ) as a real frequency function.

Performing successive integrations in parts and taking into
consideration the properties b), c), and d), the function c(t) is
brought to the form:

_ 2 L] Uc(ﬂ) UGd}] .
ot) = ﬂm-s [T] sin [,,,+("_4‘2_1’_*]d.., (v)ra -1, (49)

(]
from where it results
[ )

Further the function c(t) is decomposed in two components:

2 i U, e o1y
= < _ () .
(1) w4l i [ :“ ] 1n [ﬂl + (r;“l)_’_‘] dm' (50)




2
("(l) =

Ue(w) o (r = e
) Su. [ - ] Yin [‘“‘ + '-T] do.

(51)
For c,4(t) we find
& (2) =_2 i (=12 Chr + p—1n! ‘l o _(’r(m) ooty »
LY rlrse-ta AR [ T] Nin [«..t +
* ‘(:“2*-1)51 de (32)

from where it results

lim " e () = 0.

1. .00

Taking into consideration the property d), the function c,(t)
can be written as follows:

¢e-1
col) = F R (1) ~ e (l), {)
<0

where

" )
B e = (P U8 (w) Jern i
2 o+ Sl -_—(n ] sin [(al . {7’ l'_’tJ dm _
. ~

-.‘ LR} [ (__l -5y g0
—_— IR A
- et .‘:{. e 4 -

atl +p - 1)ty
- T Ak
l . .
. (-()H[M. -+ (_-?:)_‘)1] Nin [Q‘ 'F(—r'ﬂ—)?
x 2 2
' wltr-it2 dow =
Lt | ?r) .
- (=Ly-dev i sy~ "




1l+r~‘-i+nn]
do -

sin[ﬂ -
x {(’ S N Al SC 2
lf‘t

-
04*!-4'2

sin[OJ-(_l""_""”*

o 5y 5
vt - b
b - By P ! 5‘_'. Orr-i+2 (‘0}' b
on 2 (%[ Uglw) Yt . C(r+ 1) -
Cpll) = ey Sl [ :‘ . ] sin [M -~ —T-] da. {33)

We have

lim ¢ e (8) = 0,

le®

and so much more:

lim ¢ g (t) = 0.
1@

For q»p + 2, there is the equality

(Bl J

lim w?+? [—"ﬂ-("'—)]'”" 0,
[F]

which enables us to write the relation

o) - 2 é(—-l)u-'(';(r-p_i)y .u‘ ,-c'(“_) (unx
® % I'!l'""" ' @

x sin [M & -('—4-—%!-)—'5] da, ' (56)

from where it results

lim¢ 1?,' (1) =0,

(Bl J
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and taking into consideration the previous results,

lim ¢ ¢» (¢) = 0.
L~ 00

For r + 1 = 0, the function c,;(t) is an unlimited number of
times differentiable on (0,%¢), cag(t) is differentiable on the same
interval at least (q - 2) times (q - arbitrarily chosen), and

con (o +12) smor

2 » -
sty = 2 (67
(1) - .§, an S‘ — de. )
For 1 = 0, we obtain
. [ 2]

RmQ

where by H(t-tyx) we marked the Heaviside function:

0, b < ty,
Ht —t) =105 t=1,

1 t >,

In the points tg , k70, the function c?,(t) has a value equal
to the semi-sum of its lateral limits, and the functions c"z",_(t) '
170, are continuous.

L3
For each infterval (tyy,tk), the functions c z((t) are differen-
tiable an unlimited number of times, and in the points tx the late-
ral limits of their differentials are finite:
. Ccos (ml‘. + = sin (ul + p‘!!)
0 3 o)

2

) =
kTS -
T a=0 sl w! P+l do, p <,

LI 1 -
Y, [(—ll—l + H@ —t,) —

l.)‘ =< —*l‘ .
o™ (1) — Y iy - ! s;u»—t.)] p =1
© T

n-1 i - )
— 2 d(—=1) MRt - 4,) s
.g n {( ) [‘———-‘ vy + (79)

+[————“i"“*"’]r""}. p>L
'- 'g

WL |




e

In addition,

Ol +) — APty —) = BNt A-) - Bt —) ~ T (60}

At last, taking into consideration the relation (5), the sys-
tem with the index function a(t) accepts the following real fre-
quency function:

 (m— i) by con {m — Nx

[".(m) = z [F “»

s=0 w -

+

+ e Sm sin w8 d0 So Lele) Gin wbdw
0

™ 0 w

vel(a)
and since can be represented by a Fourier integral:

L 2 '
Llelw) _ 2 S' sift w0 d0 SQ Letw) it w0 da,
w T Jo ° w

it results

U%w) = i (m —.')‘b"‘ cos M — 0%
@™ 2

+ Ue(w) = U(w).

s=0

Similarly, we can present and demonstrate each theorem which
can express the necessary and sufficient conditions in order that
a real frequency function V(w ), respectively a complex frequency
function F(j@ ) to characterize an EP type system.

11. Series connection

We will show that by connecting in series two systems Ay and A,
of EP type, with complex frequency functions F; (j®) and Fa(j®),
we obtain a system A, also of EP type, with the frequency function:

Pljw) = Fijw) - Fyjo). (81)

Based on the properties of decomposibility of the EP type sys-
tems, the series connection of the two systems can be represented
in the form given in the figure 6.




If the regime is stationary, characterized by the null initial
conditions and it is applied at t=0 an entry signal x(t) of unita-~
ry step type, we obtain at the exits of the systems A, and A the
index functions of these systems: '
|

¥a () = hy(e),
‘ Hell) = (L), 51
f' ¥ty = a(t). }
f
i
!
b/
)
Pb._j(t) H—‘
- cz(l) &
a, (Lo, )l = = TN
| 2 () Lot
| ¢, () F
ca ()}

Fig. 6. - EP type systems in series connection

Attaching the index 1 to the values which characterize the sys-
! tem Ay , and the index 2 to the values which characterize the sys-
i tem A, , based on the convolution relations, respectively (1), (1'),
(1") and (1"'), for t70, we have:

) (” - v 'b“ hz.n-.q m_t 3
nn Y —Lobet g, moomy ey, (K2)
-0 A 9 Cm—i
y -1 ¢
Une (1) = Byeg(l) -+ z (my - iYh,, .S (= B = ey (0N, (63)
) o

™ot
Yea ) = by ll) ¢ 2 (my - i)bz,m,..S‘ (I~ 8™ e 9) 10, (64),"
3

sy

-_.




m e,

deel) = 3 160y +) — e B —) et = B4) - 3 S"“‘ col—0)¢,(0) 40, (63]
Aso =1 Jgy 4y RN
and for t=0:
s ]

M) = ay0)ay0+). 66y

From these relations we obtain the following expressions for
the polynomial component b(t) and the "exponential" component c(t),
which make up the index function a(t) of the resultant system A:

il

e |
b?.-.- ‘.-'T_Z b:,.'_. - + E b:.'._,» [,

where:

I

k=0 "ﬁ—i

-1 o0
b”.l-l = Z (my — k) c::::_lbl_n,-h S ('—0)“_*"102(0)110,

k20 L]
’ s -1 0
Wi = 5 my — ) SRTE bmea | (=00 10(0)d0,  (67)
- 0

- -1 o0
€(8) = bygty(t) +-bgcy (1) — 3, (my — i) by, ...-.S (8 — B)ym=s~1c,(0)dO —

i=0 "

L o ’
- (my — i)b,,_,_.s (¢ — )™= ¢,(0)d6 +

ny LI
+ z [01(9" +) _cg(ell -)]"z(‘ —0") + 2 S“ pz(l - 0)0;(8) de. (68)

L Raa | °|"_|

In order to f£ind out the frequency function of the resultant
system A, we assume that a sinusoidal signal x(t) =Asin(« t+¢)
is applied at the entry of the system. Using the complex represen-
tation of the sinusoidal values and taking into consideration the
relation (14), in a permanent regime, the sinusoidal components

of the exit signals from the systems A, and A, are written as
follows:
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V() = F(ju) X,
Yit) = Fyjjw) Y () = Fyjo)bijw)Xil),

resulting the frequency functions of the system A:

Fljw) = F\(jo)Fyju),
o) = U} Uyw) — V(@) Valw),
Viw) = U (w)Vyw) + V(@)U a(w).

12. The connection with reaction

Let us assume that the system A, formed of the systems A, and
A 2, by a connection with reaction (fig. 7), is of EP type, and
that a sinusoidal signal x(t) = A sin(w t +¢¥ ) is applied at the
entry of the system.

] ”'(t’ Y
Fig. 7. - Systems in
connegtlon with | a, ()
reaction

Using the complex representation of the sinusoidal values and
taking into account the relation (14), in a permanent regime, we
have

Y(t) = F(jw)X(2),
and from here
Yyt) = Fy(jo) Y (1) = Fy(jo)F(jo) X(1),
Y = X() — Yo(t) = [1 — Fa(jw)F(jw))X (.
Y(¢) = F\(juw)Y, .(” = F, (jo)[1 — Fyjo)F(ju)]X(®.

From the two expressions of the sinusoidal comporent Y(t) of
the exit signal from the system A, it results
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-

F\(jw)

F(ja) = - ;
J 1 + F{jw)F,y(jw)
U (w) =
U1+ U(w)lyw)— Fiw)Vylw ]+ i (e Utw) ) o)~ M) T)w)] L
- (14 o) g(w)— V(@) Va(w)]? MV aie) - Vo) Ugw) 2
Viw) = (69
—Uy(w)[Uy(w) "2(“)'{“’1("’)[]2(“’)]":" Viw)[1 - Uyw) (@) — Viw) rz(‘")]'
ST LA U0) U @) — VA V@) Pt [ L@V oo — V() o) I

In order that that the resultant system A is of EP type, it
is necessary that the real frequency functions G(« ) and V(w )
given by the relations (69) satisfy the necessary and sufficient
conditions so that every one of them is able to characterize an
EP type system, and the index functions of these systems have
identical "exponential" components, that is

. Y I 4G}
- sin wl dw -~ ) — O Cos ol i,
0 w

S“ Lew)
0

(O

It would be interesting to establish under which conditions
this theorem also ensures the sufficiency; wup to now, the author
has not found a counter-example to confirm it.

OBSERVATIONS

a) If the resultant system A is stable, and the real frequency
functions U(@4 ) and V(® ) given by the relations (69) satisfy the
necessary and sufficient conditions so that every one of them is

able to characterize an EP type system, then the system A is of
EP type.

b) Let us assume that the system formed by connecting the
systems A, and A, is described by the differential equations with
delayed concentrations [9]. In conformity with the Nyquist cri-
terion, for the resultant system A to be stable, it is necessary
and sufficient that the hodograph of the function Fy (j) F- (jw)
not intersect the real axis in the interval (-, -1].

Received for publication on May 31, 1978.
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